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Efficient Geometric Disassembly
of Multiple Components from an
Assembly Using Wave
Propagation
This paper analyzes the problem of disassembling multiple selected components fr
assembly, defined as selective disassembly, and presents algorithms for efficient dis
bly analysis of geometric models. Applications for selective disassembly include a
bling, maintenance and recycling. A new approach called ‘Disassembly Wave Prop
tion’ is proposed to determine a selective disassembly sequence with minimal comp
removals from an assembly. This approach defines: (i) disassembly waves to topolog
arrange the components denoting the disassembly order and (ii) intersection even
tween the waves to determine the selective disassembly sequences. In order to eva
minimal removal sequence in a feasible computation time, algorithms are proposed
prioritize and process the intersection events based on the order in which they occu
The proposed algorithms analyze selective disassembly from the geometric persp
and are applicable for both two-dimensional and three-dimensional product assem
@S1050-0472~00!01402-1#
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1 Introduction
A product designed for disassembly can be taken apart easi

support applications such as assembling, maintenance and
cling. For these applications, the disassembly analysis invo
evaluating a disassembly sequence~S! from a geometric model of
an assembly~A!. In general, two categories of problems exist
disassembly sequence analysis:

• Complete Disassembly~CD! involves disassembling al
the components inA to obtain S. For example, to dis-
assemble all the components in Fig. 1,S
5$C9,C7,C1,C2,C8,C6,C4,C3,C5%.

• Selective Disassembly~SD! involves disassembling a subs
of components~C! from A to obtainS. For example, in Fig.
1, to disassembleC5$C3,C5%, S5$C1,C4,C3,C5%.

An application forCD is assembling, since reversingS poten-
tially can yield an assembly sequence@1#. For example, in Fig. 1,
the reverse of S yields one potential assembly sequen
$C5,C3,C4,C6,C8,C2,C1,C7,C9%.

SD is an important research area for applications like main
nance, assembling and recycling@2#. These applications usuall
require assembly/disassembly of a subset of components froA
rather than the entire assembly, which provides a motivation
SD. For example, automotive engine maintenance requires theSD
of the engine and not theCD of the entire vehicle. Another use o
SD is in recycling applications that require the removal of so
high-valued components, such asSD of an Instrument Panel from
a car assembly. Therefore, evaluating the design forSD is an
important area of research in product development@3#.

1.1 Multiple Component Disassembly. This paper ana-
lyzes the following multiple-componentSD problem: GivenA of
n components andC of s components, automatically determineS
to disassembleC with minimal component removals. The obje
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tive of minimal component removals is appropriate, since
1-disassemblable components~a 1-disassemblable component r
quires a single linear motion to be removed fromA!, the objective
becomes minimizing the disassembly motions~operations!, which
is a measure of difficulty of disassembling@1#. Moreover, the
product design for manufacture suggests simple motions
easier separation of components@4,5# for product assembling/
maintenance/recycling. Therefore,S with minimal component re-
movals is defined as an Optimal Sequence~OS!.

To illustrate the multiple-componentSD problem, considerA
in Fig. 1 with the requirement to disassembleC5$C3,C5%. Let nS
denote the number of components inS. For C5$C3%, an OS
5$C2,C3% with nS52. ForC5$C5%, two OS’s with nS53 exist:
$C7,C6,C5% and $C1,C4,C5%. Aggregating these two sequence
~one with C5$C3% and another withC5$C5%! for C5$C3,C5%
results inS5$C2,C3,C7,C6,C5% and $C2,C3,C1,C4,C5% with nS
55. However, for C5$C3,C5% a better solution exists:OS
5$C1,C4,C3,C5% with nS54. This example illustrates that aggre
gating individualOS for CxPC results inS for C, which in gen-
eral is not anOS. Therefore a separate approach for multip
componentSD is required. The current research presents an e
cient method to determine anOS for SD analysis. However, prior
to presenting the current research, some related work in disas
bly analysis and potential approaches forSD are presented.

0.
Fig. 1 Test assembly to illustrate SD problem
000 by ASME JUNE 2000, Vol. 122 Õ 179
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1.2 Prior Approaches. One potential approach to determin
ing OS for SD is to enumerate~exhaustively! all the possible
sequences and to select a sequence with minimal removals. H
ever, this analysis is computationally expensive~exponential to
the number of components inA! and is not recommended.

Another possible approach is to determineOS for C from aCD
sequence. Several representations/approaches@6# allow evaluation
of CD sequences:~i! Assembly Sequence Diagram@7#, which rep-
resents the ability or inability to assemble a part to a subassem
~ii ! AND/OR Graph@1#, which establishes conditions and prec
dence relationships between components;~iii ! Abstract Liaison
Graph @8#, which represents the stability of part interconnectio
and the directional constraints of the motions that bring two p
together; ~iv! Non-Directional Blocking Graph@9#, which de-
scribes part interactions from the blocking nature of compone
by utilizing the concept of graph partitioning;~v! Geometrical
Constraints@10,11#, which evaluates the ease of disassemblabi
of components for sequencing. However, theS obtained from a
CD, may not give an optimal solution. For example,S can be
obtained by recursively disassembling components that are d
semblable inA until all the components inC are disassembled
To illustrate this, considerA in Fig. 1 with C5$C3,C5%.
Following the CD algorithm, S to disassemble
C is $C9,C7,C1,C2,C8,C6,C4,C3,C5% with nS59, but OS
5$C1,C4,C3,C5% with nS54. Hence, a separate approach forSD
analysis is required.

Another approach forSD is the construction of a Disassemb
Tree @12,13#, which is designed to model the ‘‘Onion Peeling
abstraction: recursively disassembling removable compon
starting from the boundary ofA and proceeding inwards. Th
Disassembly Tree approach is proposed for 2.5D objects and
analysis is based on the contact geometry. However, this a
rithm is only applicable for assemblies in which every compon
is disassembled by removing none or one of its mating adjac
Therefore, this approach is too restrictive for our use.

Most of the previous work on assembly and disassembly p
ning has focused onCD. However, there has been little invest
gation ofSD techniques.

1.3 Efficient Selective Disassembly. In the SD problem,
the requirement is to identifyS to disassembleC. However, apart
from the objective that theSD analysis should be automatic an
analyze 3D geometric models, there are two other importan
sues:~i! Computationally efficient algorithms and~ii ! Optimum
SD solution. Efficiency and optimality are related and one is u
ally achieved at the cost of the other. For example, if efficienc
the only issue, then any of theCD solutions can be extended fo
SD; however, this results in a non-optimum solution, as discus
above. On the other hand, if optimality is the only issue, th
exhaustive enumeration will give an optimum solution; howev
this approach is computationally inefficient, as discussed ab
Therefore, the current research attempts to provide abstrac
that balance the requirements of computational efficiency and
timality, i.e., determining aSD solution with fewer componen
removals that can be computed in a feasible computation tim

2 Disassembly Wave Propagation Approach
Given an assembly ofn components,SD of 1,s,n compo-

nents is defined as multiple-componentSD; where s
5Cardinality ~C!. This section presents a new approach cal
Disassembly Wave Propagation~DWP! for multiple-component
SD. The motivation forDWP is that an optimum solution may b
obtained if two or more components are disassembled alon
common sequence.

2.1 Assumptions of the Current Research.

1 The relative motions of the components are determined w
out considering the tools, fixtures or robots required to achi
these motions.
180 Õ Vol. 122, JUNE 2000
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2 Assemblies are assumed to be polyhedral, rigid, frictionle
defined by nominal geometry, and have tightly fitted compone

3 Components are 1-disassemblable and 1-dependent~a com-
ponent is disassemblable after removing one of its adjacent c
ponents!. Moreover, locally disassemblable components are
sumed to be completely disassembled fromA.

4 Disassembly sequences are sequential, monotonic, and
destructive@2#.

Assumptions 1–4 are standard assumptions followed by dif
ent researchers in automated assembly/disassembly analysis
sumption 1 requires fixture elements to be modeled based on
sequence determined, or to be modeled as constraints to co
nents@1#. Assumption 2 regarding polyhedral assemblies requ
transforming free-form surfaces to planar surfaces. However,
polyhedral assembly assumption is relaxed if the collision de
tion technique~discussed in Section 4.2! is used to compute the
geometric attributes. The 1-disassemblable assumption is util
because automated disassembly allowing general disassembly
tion is computationally expensive@14#. Moreover, the
1-disassemblable assumption is realistic for real world exam
@15# and also is reasonable, since design for manufacturing
ommends simple motions for disassembly@5#.

2.2 Geometric Attributes. The DWP approach defines a
disassembly wave to topologically arrangeCiPA, denoting the
disassembly order such that a component in one wave is d
sembled after removing its adjacent component in the next wa
This section presents the geometric attributes used in defining
disassembly waves.

• Disassembly Directions: Let thekth mating face ofCi andCj

be represented asMi,j
k . For every mating faceMi,j

k , the directions
along whichCi can be locally disassembled relative toCj is rep-
resented as a set of directionsdi,j

k on a Gaussian Sphere@9# and for
2D it is represented on a Gaussian Circle. For example, Fig
shows the disassembly directionsd2,1

1 andd2,1
2 for the mating faces

M2,1
1 andM2,1

2 respectively.
• Accessibility: Accessibilityof Ci with respect to adjacen

componentCj is defined as the set of directions with whichCi can
move relative toCj and is denoted asACi

j. For example, Fig. 3
illustrates the accessibility of components. Accessibility of co
ponents due to face and thread mating is derived from the na
of components. An example illustrating the computation of acc
sibility as an intersection of disassembly directions due to f
mating is shown in Fig. 2. In Fig. 3,C2 has a threaded contac
with C4, thereforeAC4

25NULL, i.e., C2 must be removed prior to
disassemblingC4.

• Disassemblability: Disassemblability,D i , is a binary value
that indicates ifCiPA is removable.D i is computed as the inter
section of allACi

j ~whereCj is the mating adjacent ofCi!. For
example, in Fig. 3D15TRUE for C1 andD25FALSE for C2. A
disassemblable component is defined as a boundary compo
and is denoted asCb.

• Removal Influence: Let MA i denote the mating adjacents o
Ci. For CiPA, let the removal influence ofCjPMA i on Ci be

Fig. 2 Mating faces and accessibility directions
Transactions of the ASME



h

s

-

n

to

ent
e in
the
the
denoted asRI i
j. If D i5FALSE and with the removal ofCj in A,

D i5TRUE thenRI i
j5TRUE; elseRI i

j5FALSE. For example, in
Fig. 3 RI4

25TRUE, sinceD4 is TRUE with the removal ofC2 in
A. Furthermore,RI4

35FALSE, sinceD4 is FALSE with the re-
moval of C3 in A.

2.3 Disassembly Waves. SDof a single component in-
volves determining only the disjoint sequences ofC @16#. How-
ever, multiple-componentSD analysis involves determining bot
the disjoint and common sequences ofC. The DWP approach
defines two types of disassembly waves to evaluate both the
joint and common sequences:

• t waves fromC, which propagate outwards.
• b waves from the boundary ofA ~the enclosing region ofA

that includes zero components!, which propagate inwards.

Let the t wave of CxPC be denoted astx and ta
x5the set of

components intx which area (.50) units away fromCx. Then
the propagation oftx from taÀ1

x to ta
x is defined as follows:

Definition 1 ~t wave propagation! For a50, ta
x5$Cx%. For a

.0, a t wave propagation fromCiPtaÀ1
x to CjPMA i exists if

D i5FALSE, Cj¹(t0
xøt1

x . . . øtaÀ1
x ) and RI i

j5TRUE, thenCj

Pta
x.

Let ba5the set of components in theb wave which area
(.50) units away from the boundary ofA. Then the propagation
of b wave frombaÀ1 to ba is defined as follows:
Definition 2 ~b wave propagation! For a50, ba5$ %. For
a51, ba5set of all CbPA. For a.1, b wave propagation
from CjPbaÀ1 to CiPMA j exists if D i5FALSE,
Ci¹(b0øb1 . . . øbaÀ1) andRI i

j5TRUE, thenCiPba .
A disassembly wave is represented by aRemoval influence

Graph ~RG! whose nodes correspond to components in the di
sembly wave and arcs correspond to the removal influence
tween the components. Figure 4 illustratest and b wave propa-
gation. Thet wave fromCi to Cj , represented asCi→Cj , implies
that Ci is disassemblable after removingCj . The b wave from
CjPbaÀ1 to CiPba is represented asCi→Cj , denoting thatCi is
disassemblable after disassemblingCj ~the reason for having re
verse logic of the arrow for theb wave in RG is to maintain
consistency in disassembly ordering!.

A t wave of CxPC ~denoted astx! topologically ordersCi
PA with respect toCx and determines the disassembly orderi

Fig. 3 Machine vice assembly: geometric attributes

Fig. 4 t wave and b wave propagation
Journal of Mechanical Design
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for Cx . For example, Fig. 5 illustratest wave propagation of
C5(t

5) for A in Fig. 3. t5 propagates fromt0
5 to t1

5 and then
propagates fromt1

5 to t2
5; where C5Pt0

5, C2Pt1
5, C1Pt2

5, D5

5FALSE, RI5
25TRUE, D25FALSE and RI2

15TRUE. The t
wave propagation fromC5 to C2 implies thatC5 is disassemblable
after removingC2. Similarly, thet wave propagation fromC2 to
C1 implies thatC2 is disassemblable after removingC1.

A b wave determines the minimum number of components
be removed to disassembleCiPA. If CiPba then the minimum
number of components to be removed to disassembleCi is a. For
example, Fig. 5 shows theb wave propagation forA in Fig. 3.
C1Pb1, C2Pb2, D15TRUE, D25FALSE and RI2

15TRUE.
The minimal number of removals is 2 forC2Pb2 and 1 forC1
Pb1.

2.4 Intersection Event. The intersection oft andb waves
~denoted as an Intersection Event,IE ! determinesS and it is de-
fined as follows:
Definition 3 ~Intersection Event!: IE is an Intersection of anym
(1,5m,5s) t wave~s! ~tx1,tx2, . . . ,txm; where
Cx1,Cx2, . . . ,CxmPC! and ab wave atCwPA ~implies thatCw
Ptx1,tx2, . . . ,txm,b!.

An IE is defined to determine both the disjoint~at m51! and
common sequences~at m.1! for target components. Let

denote a minimal-component removal sequence fromCi to Cj .
Every occurrence of an IE for m(.0) t wave~s!
(tx1,tx2, . . . ,txm) determines

for C85$Cx1,Cx2, . . . ,Cxm%#C andCwPA. The importance of
the IE between waves lies in the determination of the compon
at which the waves intersect. Therefore the shape of the wav
the geometry space is irrelevant. The wave merely orders
components in topological space. For example, Fig. 6 shows
RG for C5$C4,C5% of A in Fig. 3. An IE occurs at
C2(t1

5ùt1
4ùb2) with m52, which determines S

5$C1,C2,C4,C5% with nS54.

Fig. 5 t5 wave and b wave for A in Fig. 3

Fig. 6 RG for C ÄˆC4 ,C5‰:A in Fig. 3
JUNE 2000, Vol. 122 Õ 181
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3 Wave Propagation Algorithms
Based on theDWP approach, two algorithms are proposed f

SD. For s!n target componentsMultiple Wave Propagation
~MWP ! Algorithm is presented.MWP defines time-basedIE ’s
between disassembly waves and determinesOS based on the or-
der of event occurrence. However, fors,n target components
Priority Intersection Event~PIE! Algorithm is presented.PIE de-
fines polynomial number ofIE ’s that are necessary candida
events in determining anOS. Both the algorithms determine lo
cally optimum sequences in a feasible computation time.

3.1 Multiple Wave Propagation Algorithm. For SD of s
components there ares t waves and oneb wave. LetT denote the
time step. AtT50, t0

xk5$Cxk% for CxkPC(k51,s) and theb
wave propagation is completed for allCiPA. For every time step
~from T5a to T5a11; a.50!, the txk propagates by one
wave; i.e., at time stepT5a21, txk5(t0

xkøt1
xk . . . øtaÀ1

xk ) and
at T5a, txk5(t0

xkøt1
xk . . . øta

xk). For every time stepT, IE ’s
are determined betweent waves andb wave and the correspond
ing sequences are evaluated. AtT50, disjoint sequences for ever
CxkPC are determined. AtT.0, common sequences forC8#C
are determined. The evaluated sequences are then processed
on the order of event occurrence, i.e., by comparing everyS with
existing sequences forC based on minimalnS to determine an
OS.

To illustrate theMWP algorithm, considerA shown in Fig. 1
with C5$C3,C5%. The time-basedIE ’s and the wave propagatio
are illustrated in Fig. 7. The last column of the table shows thS
for C at T. At T53, there are no more components fort wave
propagation, and therefore theS evaluated is anOS. For this
example, the total number ofIE ’s is only 4, which can be com-
puted in polynomial time.

However, the number ofIE ’s for A can be exponential, i.e.
O(2s.n). This is due to the fact that all possible combinations
t waves intersectingCiPA must be checked for the occurrence
IE . For example, considerA in Fig. 8 with C5$C5,C6,C7%.
The RG atT51 is also shown in Fig. 8. AtT51: t5, t6 andt7

waves from C5, C6, and C7 respectively, intersectb1 at
C4, i.e., (t1

5ùt1
6ùb1), (t1

5ùt1
7ùb1), (t1

6ùt1
7ùb1) and

(t1
5ùt1

6ùt1
7ùb1). Thus the number of checks necessary to de

mine all theIE ’s at C4 is O(2s). Moreover, sinceT5O(n), the
maximum number ofIE ’s is O(2s.n). For everyIE , S is computed
in O(n) time. Therefore, the computational complexity of th

Fig. 7 Illustration of the MWP algorithm for A in Fig. 1 with C
ÄˆC3 ,C5‰

Fig. 8 Wheel support assembly „exploded view … and RG at T
Ä1 for CÄˆC5 ,C6 ,C7‰
182 Õ Vol. 122, JUNE 2000
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MWP algorithm is O(2s.n2). For a smaller number of target com
ponentss!n, theMWP algorithm is computationally efficient a
compared to the enumeration approach.

3.2 Priority Intersection Event Algorithm. ThePIE algo-
rithm modifies theMWP algorithm in the definition and determi
nation of IE . PIE prioritizes theIE ’s and determines only the
candidate events~denoted asf events! for an OS.

Let at time stepT, bm5b1øb2 . . . øb (m* T) ; 1,5m,5s.
For example, withs52, at T50: b05$ %, b15b25(b0) and at
T51: b15(b1), b25(b1øb2). The definition off events is as
follows:
Definition 4 ~f events!: Let

• C5Set of all t waves ofC8#C intersectingCwPA at T
.0.

• m5Cardinality ~C!.
• C8#C. Every txPC8 has not been intersected by ab1

wave ortT
x intersectsbT at T.0.

• n5Cardinality ~C8!.

Then,

1 f1 event: intersection of at wave with b wave, whereT
50.

2 f2 event:intersection of alln ~.1!t waves ofC8 with a bn

wave atCw , whereT.0.
3 f3 event:intersection of allm ~.1! t waves ofC with a bm

wave at Cw ~where T.0! such that the total number o
waves from (C8→Cw→Cb) is less than that of (C8
→Cb’s).

A f1 event fortxk determines disjoint

for CxkPC. To illustrate, considerA in Fig. 8 atT50: f1 events
occur for t5, t6 and t7: (t0

5ùb2) at C5, (t0
6ùb2) at C6 and

(t0
7ùb2) at C7, respectively. Therefore,OS5$C4,C5% for C5,

OS5$C4,C6% for C6 and OS5$C4,C7% for C7, each withnS
52. Moreover, thef1 event fortxk is better than otherIE ’s that
determine disjointOS for CxkPC.

A f2 event for n ~.1! t waves:tx1,tx2, . . . ,txnPC8 deter-
mines

for C85$Cx1,Cx2, . . . ,Cxn%#C. ThenS for S from af2 event is
less than that for the disjointOS for Cx1,Cx2, . . . ,Cxm . For ex-
ample, from theRG shown in Fig. 9,S5$C1,C4,C3,C5% with
nS54 available from af2 event for C5$C3,C5% (Cw5C4) is
better thanS5$C2,C3,C7,C6,C5% with nS55 available from the

Fig. 9 RG at TÄ1 for CÄˆC3 ,C5‰, A in Fig. 1: f2 event
t3Ÿt5Ÿb2 at C4
Transactions of the ASME
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f1 events for$C3,C5%. Moreover, thef2 event that occurs for
C8#C at Cw is better than otherIEs atCw that occur forC9,C8
at the same time stepT.

A f3 event determines the sequence

for C85$Cx1,Cx2, . . . ,Cxm%#C and is a candidate for anOS. To
illustrate this, consider theRG shown in Fig. 10 with C
5$C3,C4%. At T52, f3 event occurs atC2: the intersection of
t3, t4 andb2. Clearly,S5$C1,C2,C3,C4% with nS54 available
from this f3 event is better thanS5$C1,C2,C3,C6,C5,C4% with
nS56 available fromf1 events.

Based on the above argument,f events are necessary candida
events for anOS and include locally best events~events that are
found to be optimal at timeT for everyCw!. For example, thef
events forA in Fig. 8 with C5$C5,C6,C7% are shown in Fig. 11.
The total number off events forA is O(sn); i.e., polynomial.
Therefore, thePIE algorithm is O(s.n2).

4 Results and Discussions
This section presents some of the results of theDWP approach,

and discusses the contributions of the current research and f
work.

For a Gear Reducer Assembly~Fig. 12!, Fig. 13 shows the
RG at T52 for C5$C2,C3,C4,C12 ,C13 ,C16 ,C20 ,C22%. The
PIE algorithm determines anOS5$C1,C2,C3,C4,C14 ,C13 ,C12 ,
C15 ,C16 ,C23 ,C22 ,C21 ,C20% with nS513, identified by
(t2ùt3ùt4ùb3), (t12ùt13ùb2), (t0

16ùb2) and
(t20ùt22ùb2).

The DWP approach incorporates fasteners inSD analysis as
follows: DeterminingS for C by ignoring the existence of fasten
ers $Jk% and subsequently determining$Jk% that need to be re-

Fig. 10 Toy assembly „exploded view … and RG at TÄ2 for C
ÄˆC3 ,C4‰

Fig. 11 Illustration of the PIE algorithm for A in Fig. 8 with C
ÄˆC5 ,C6 ,C7‰: TÄ0,1.
Journal of Mechanical Design
te

ture

-

moved to disassemble allCiPS, and then modifyingS appropri-
ately @16#. For example, in Fig. 12~with fasteners!, J1,J2,J3,
J4PA should be removed to disassembleC1,C14 ,C15 ,
C23POS, respectively. Therefore, the resultantOS5$J1,C1,C2,
C3,C4,J2,C14 ,C13 ,C12 ,J3,C15 ,C16 ,J4,C23 ,C22 ,C21 ,C20% for
C5$C2,C3,C4,C12 ,C13 ,C16 ,C20 ,C22%.

Both MWP andPIE algorithms order events based onT; how-
ever, the events identified at eachT and the number of such
events differ. TheMWP algorithm starts atT50 with disjoint
sequences forC and atT.0 tries to identifyS that is better than
previously computedS. Therefore, theMWP algorithm can be
processed until some user-defined limiting time-stepT8, deter-
mining a locally optimumS at T5T8. However, thePIE algo-
rithm definesf events with respect toCw and T, thereby deter-
mining an OS only after all the f events are processed. T
illustrate, considerA in Fig. 10 with C5$C3,C4%: At T51,
S5$C1,C2,C3,C4% with nS54 by the MWP algorithm and
S5$C6,C5,C4,C1,C2,C3% with nS56 by the PIE algorithm.
However, thePIE algorithm determinesS5$C1,C2,C3,C4% at
T52. A comparison ofMWP andPIE algorithms, based on the
number ofIE ’s, is shown in Fig. 14.

Fig. 12 Gear reducer assembly „exploded view …

Fig. 13 RG at TÄ2 for A in Fig. 12, C
ÄˆC2 ,C3 ,C4 ,C12 ,C13 ,C16 ,C20 ,C22‰.

Fig. 14 MWP and PIE algorithms: performance comparison
JUNE 2000, Vol. 122 Õ 183
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4.1 Contributions. The main contribution of this paper is
new approach,Disassembly Wave Propagation, for efficient
multiple-component selective disassembly, and the two a
rithms:

• Multiple Wave Propagation~MWP ! algorithm for SD of s
!n components with computational complexity O(n22s).

• Priority Intersection Event~PIE! algorithm for SD of s,n
components with computational complexity O(sn2).

4.2 Limitations and Future Work. One of the limitations
of the current approach is that only the contact based disasse
is evaluated, which results in a local disassembly seque
Therefore, the global interference is not checked. However,
DWP approach for multiple components may be extended
non-contact geometry as follows. Let the disassembly directi
be predefined, e.g. (6x,6y). The disassemblability ofCi is com-
puted by collision detection. For example, in Fig. 15,D2

5FALSE sinceC2 collides withC1 andC3. RI2
15TRUE sinceC2

does not collide with any other component along2x direction.
By utilizing the above concept, the geometric attributes are co
puted forDWP analysis. For example, Fig. 15 also shows theRG
for A.

A second limitation is that theDWP approach for multipleSD
is applied for the class of single dependent disassembly of c
ponents. Moreover, while the current research performsSD analy-
sis with an objective of minimal component removals, other o
jectives such as minimal cost/time@5# have to be researched. On
potential approach is first to determine a set of sequences,$S%,
from disassembly waves and then to determine OS that sati
the required objective from$S% @3#. This approach allows an ini
tial pruning of the solution space based on locally minimum
movals and subsequent evaluation of anOS based on the required
objective.

5 Summary
This paper proposes a new approach, disassembly wave p

gation, for efficient selective disassembly of multiple compone

Fig. 15 Test assembly and RG for C ÄˆC2‰
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from a geometric model of an assembly. A minimal removal
quence to disassemble the target components is evaluated b
termining and analyzing both the disjoint and common sequen
between the target components. Two new algorithms are
sented that determine candidate sequences for optimal seque
in a feasible computation time.
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